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What is the problem?

The prediction task is trying to automatically sort an email into spam or not spam based on the information of the email. Without the implication of a spam filter on emails, user’s inboxes would be filled with unimportant/scam emails causing the user to miss important emails. Problems to the training of this algorithm will occur when a user marks a non-spam email as spam, this will impede on the learning process of the algorithm.

The dataset

The spam dataset contains 4601 instances each with 57 attributes, the first 56 are the features which are 48 continuous real [0,100] of type word\_freq\_WORD, 6 continuous real [0, 100] of type char\_freq\_CHAR, 1 continuous real [1,…] of type capital\_run\_length\_average, 1 continuous integer [1,…] of type capital\_run\_length\_longest and 1 continuous integer [1,…] of type capital\_run\_length\_total. Leaving the final attribute to be the target attribute which is 1 nominal {0,1} of type spam. The collection of spam e-mails is from the creator of the dataset’s postmaster (administrator of a mail server) and individuals who had filed spam. The collection of non-spam e-mails came from personal and filed work e-mails.

The algorithm

The algorithm selected is a hard voting classifier, combing a Neural network and Random forest classifier. When deciding on which algorithm to select for the task I ran all of the following algorithms in the using Grid Search cv with 5 folds\*\*, K-Nearest Neighbour; Neural network, Random forest, SVC, Decision tree, Naive bayes. The purpose of this was to find the best hyper parameters for my classifiers whilst also finding the best algorithms to include in the voting classifier. In the end the two highest scoring by were Neural network and Random forest, so I decided to combine them to get a higher accuracy and precision score. The lowest scoring was K-Nearest Neighbour, this is why I have selected it as the benchmark algorithm.

Evaluation

The metrics used to evaluate the classifiers are accuracy and precision. When looking for a benchmark algorithm to compare to my algorithm I opted for K-Nearest Neighbours. This proved useful in evaluating the success of my algorithm. After comparing to a simpler algorithm, I was able to see how much better the voting classifier is. Looking at the graphs below you will be able to see the voting classifier is a much higher performing algorithm than the benchmark algorithm K-Nearest Neighbours.

‘evc’ = Voting classifier, ‘rf’ = Random forest, ‘mlp’ = Neural network, ‘knn’ = K-Nearest Neighbours

Results

Accuracy over 5 tests

Precision over 5 tests

Average accuracy

Average precision

\*\*The grid search cv file is included in the zip, however it does take a long time to complete the process due to the random forest classifier
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